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Abstract
Learning analytics (LA) collects, analyses, and reports big data about learners to optimise 
learning. LA ethics is an interdisciplinary field of study that addresses moral, legal, and 
social issues; therefore, institutions are responsible for implementing frameworks that inte-
grate these topics. Many of the ethical issues raised apply equally to educational data sets 
of any size. However, in this study, we focus on big data that increases the scale and granu-
larity of data gathered. The purpose of this study is twofold: (a) to critically review the 
published (2011–2018) scientific literature on LA ethics issues and (b) to identify current 
trends and answer research questions in the field. This study’s research questions are as 
follows: what is essential in LA ethics for key educational stakeholders, and what should a 
proposed checklist for LA ethics include for specific educational stakeholders? After sys-
tematically searching online bibliographic databases, journals, and conferences, a literature 
review identified 53 articles from a sample of 562. The selected articles, based on critical 
and qualitative content analysis, were exhaustively analysed. The findings demonstrate the 
shortage of empirical evidence-based guidelines on LA ethics and highlight the need to 
establish codes of practices to monitor and evaluate LA ethics policies. Finally, this work 
proposes a useful checklist as an instructional design model for scholars, policymakers, 
and instructional designers, so that trusted partners may use LA responsibly to improve 
teaching and learning.
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Introduction

In this work, the researchers conducted a systematic literature review (Kitchenham, 2004) 
to map the critical concerns associated with learning analytics (LA) ethics. The authors 
expect this qualitative content analysis to be a synopsis and guide for key educational 
stakeholders who wish to gain insights into this emerging field. This work’s main contribu-
tion is analysing how LA’s ethical issues are defined, analysed, and resolved.
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The following sections provide a description of LA ethics and an overview of relevant 
work. The “Background” section presents data analytics, LA, and LA ethics before estab-
lishing the research questions. Then, the subsequent three sections are concerned with 
the research design and the literature review’s execution. The “Method” section presents 
the methodology, referencing the bibliographic databases and the selection criteria that 
resulted in the final 53 selected publications. The “Results” section presents insights into 
the literature review and proposes a mnemonic checklist with data management methods 
for best practice in establishing trustworthy LA ethics. The “Discussion” section discusses 
the aforementioned insights, comments on the next steps, and suggests future research’s 
potential direction.

Background

Learning analytics

It is the epoch of big data, social networks, and cloud computing. Every piece of data is 
captured and leaves a digital trail (Siemens & Long, 2011), “increasing the volume, vari-
ety, velocity and veracity of student data” (Prinsloo & Slade, 2017, p. 8). Big data analyt-
ics thus involves using sophisticated analytical techniques of processing large datasets that 
produce useful conclusions to improve the organisational purposes and learner-centred, 
customised paradigm of education (Asamoah et al., 2017; Jantti & Heath, 2016). Big data 
refers to data gathering, data analytics, and decision making based on analytics.

The Society for Learning Analytics Research (SoLAR) (Lang et al., 2017) defines LA 
as “the measurement, collection, analysis, and reporting of big data about learners and 
their contexts and behaviours, for purposes of understanding and optimising learning and 
the environments in which it occurs” (Siemens & Long, 2011, p. 33). Learning analytics 
combines information retrieval, machine learning (ML), data visualisation, and statistical 
algorithms (Siemens, 2012). In addition, LA, as a big data practice, is an interdisciplinary 
field that uses concepts from computer science, statistics, behavioural science, instructional 
theory, and educational psychology to provide benefits for students, instructors, and institu-
tions. Importantly, LA is related to learning sciences, as a learning theory can transform 
information from learning analytics into actionable knowledge for instructional design 
(Wong et al., 2019). Furthermore, LA is related to business, web, academic, action, and 
predictive analytics (Papamitsiou & Economides, 2014), and it produces information that 
instructors can translate into action (Prinsloo & Slade, 2017). Support for LA may include 
self-assessments, recommender systems, visualisations, personalised learning paths, and 
real-time feedback (Ifenthaler & Schumacher, 2016). Finally, student-facing LA supports 
institutions in resource allocation, student success, and finance (Leitner et al., 2017).

Learning analytics ethics

Ethics is a framework of moral principles concerned with what is right for individuals and 
society (Gray & Boling, 2016). In the literature, ethics, as a moral practice, is defined as 
the systematisation of correct and incorrect behaviour. Ethics is a branch of philosophy 
that began with the ancient Greek philosophers, mainly Aristotle and Socrates. A much 
later application of ethics is professional ethics. The main types of professional ethics are 
deontological, consequentialist, virtue, and applied ethics. Deontology, as a rule-based 
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perspective, “addresses human action itself, assuming that an act itself can be seen to be 
inherently good, insofar as it references a formalized set of rules” (Gray & Boling, 2016, p. 
4). In contrast to deontological ethics, consequentialism decides whether an act is right by 
considering its consequences. Virtue ethics is an approach that emphasises an individual’s 
character as a vital element in ethical thinking.

Cardinali et  al. (2015) defined ethics as a moral code of norms that exist in society 
externally to a person, depending on culture and time, while ethical decision making is 
considerably challenging and complex (Spector, 2016). Moreover, Drachsler and Greller 
(2016) stated that the Nuremberg Code provided the first written ethical research princi-
ples. Ifenthaler and Tracey (2016) identified that legal considerations and ethical issues 
are related to the use of educational data for LA. Furthermore, Siemens (2013) stated that 
students value the support that they receive from LA actions; however, they fear the bias 
of data-based decisions. Slade and Prinsloo (2013) and Wilson et al. (2017) compared LA 
with other big data contexts: the physical sciences, human resource management, national 
security, business intelligence, biomedicine, and public health. In this regard, Timmis et al. 
(2016) concluded that many ethical issues are not specific to LA but to other domains.

It is worth mentioning that many of the ethical issues raised apply equally to educational 
data sets of any size. However, in this study, we focus on big data that increases the scale 
and granularity of data gathered in current times.

Therefore, in this paper, we follow the rule-based consequentialism using concepts of 
the deontological (i.e., principles of action and duty to society) and consequentialist per-
spective. According to this approach, a human relies on chosen rules that define certain 
consequences.

Contradictions in the literature

The literature addresses many technological, pedagogical, and policy contradictions that 
stakeholders must face. This study analyses these antagonisms to advance the philosophi-
cal perspective by emphasising the antithetical perspectives vital to various stakeholders.

All stakeholders have viewpoints and commitments (Papa & Armfield, 2018; Reiden-
berg & Schaub, 2018), and an imbalance of power is, therefore, possible between stake-
holders (Jones & Salo, 2018; Slade & Prinsloo, 2013). In this first contradiction, on the one 
hand, instructors have an ethical responsibility to use LA results to support their learners 
(Arnold & Sclater, 2017; Prinsloo & Slade, 2017) without this use resulting in harmful 
interventionism and paternalism (Jones, 2017; Scholes, 2016). On the other hand, as data 
producers and consumers, learners demand instruction in their learning procedures to gain 
benefits that encourage their engagement (Herder & Kawase, 2012) while also having fears 
associated with privacy (Ifenthaler & Schumacher, 2016). Institutions must strike a balance 
between the LA perspective (i.e., asking for more student data) and the student perspective 
(i.e., asking for data limitation) (Pardo & Siemens, 2014). Furthermore, decision-makers 
use deterministic, data-driven algorithms that are based on behaviourism. In contrast, the 
learning phenomenon has a probabilistic dimension and requires stochastic models and 
specific learning theories (Fynn, 2016; Siemens, 2013).

Ethics differs around the world (Willis et al., 2016). Thus, a second contradiction refers 
to different viewpoints on ethical issues across countries; these varying viewpoints have 
created difficulty developing LA frameworks. For example, at the governance level, differ-
ent laws between countries (Reidenberg & Schaub, 2018), the global market for LA tools, 
and various approaches between institutions (Cardinali et  al., 2015) stakeholders should 
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consider to achieve communication and efficiency. In other words, when moving solutions 
out of the labs, practitioners faced restrictions determined in national laws and justified in 
privacy frameworks (Hoel et al., 2017).

A third antagonism arises between the benefits and drawbacks of LA tasks. On the one 
hand, quality learning outcomes exist, such as self-regulation and personalised learning; 
however, on the other hand, issues such as surveillance and stereotypes are also present 
(Wintrup, 2017). Therefore, we must discuss learners’ rights to know (Arnold & Sclater, 
2017), be forgotten (Hoel et al., 2017), restrict processing, and opt-out (Sclater, 2016), and, 
in parallel, institutions’ obligations to act and strive to support learners.

The final contradiction lies in technology and regulations. Technology and practice are 
developing quickly, producing tools and techniques that are rapidly changing trends, while 
legal frameworks are changing slowly; the legal system is immature concerning privacy 
and ethics concerns in analytics (Siemens, 2013). A further criticism in this area is that LA 
focuses on already existing data, while education and learning should enhance innovative 
ideas (Greller & Drachsler, 2012).

Learning analytics and instructional theory

We use as a conceptual organising framework instructional design theory (Reigeluth & 
Carr-Chellman, 2009). Design theories “are prescriptive in nature, in the sense that they 
offer guidelines as to what method(s) to use to best attain a given goal” (Reigeluth, 1999, 
p. 7). An instructional design hierarchy comprises the instructional “situation” at the top 
of the hierarchy that has “conditions” and “values” filling out the analysis elements and 
methods filling out the solution elements (Fig. 1). “Needs” are subordinate to the situation 
and are elicited during the instructional theory framework’s conditions and values. Condi-
tions describe the matters which could be empirically confirmed. Values are the elements 
of instruction that are matters of opinion about essential elements (i.e., learning goals, pri-
orities for successful instruction, and methods) (Lin & Spector, 2017; Reigeluth & Carr-
Chellman, 2009; Spector, 2015).

Our work accurately follows the architecture of instructional theory, specifically the 
practice of design layering (Gibbons & Rogers, 2009) that includes seven overlapping and 
interactive layers: content, strategy, message, control, representation, media logic, and data 
management. Our approach focuses on the strategy and data management layers. The strat-
egy layer specifies the way to convey the content and stakeholders’ roles and responsi-
bilities. The instructional design data management layer specifies the data capture, storage, 

Instructional situation (LA ethics) 

1. Analysis elements 

1.1. Values (matters of opinion)

1.1.1. Values about data management goals 

1.1.2. Values about power (stakeholders) 

1.2 Conditions (matters of fact) 

1.2.1 Instructional development constraints (legal/regulatory constructs) 

2. Solutions elements 

1.3 Data management methods 

Fig. 1   Constructs about the instructional theory framework that is aligned to the data management layer
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analysis, and interpretation that stakeholders can use to make instructional decisions (Gib-
bons, 2014).

In the LA cycle, when the instructional designer (i.e., the instructor or technological 
agent) decides to apply an intervention or revision to the learners’ population, the inter-
vention extracts (big) learning data. The collection, processing, analysis, presentation, and 
interpretation of these data in the data management layer must be made ethically (i.e., with 
LA ethics). Therefore, we should not apply an instructional design without using ethics as a 
filter in the data management layer. Consequently, we use instructional theory as the organ-
ising framework for selecting data management methods, which are methods for collect-
ing and analysing learners’ data ethically. Before defining the methods/prescriptions that 
represent the data management layer, we must analyse the situation. The situation which 
focuses on instructional data could suggest values about goals as statements about which 
ethical data practices are valued philosophically (Reigeluth & Carr-Chellman, 2009). Thus, 
ethics is aligned with the values-side of instructional theory (“matters of opinion”), pre-
cisely “values about goals.” Legal and regulatory constructs could reflect conditions (“mat-
ters of fact”), specifically instruction development constraints. Consequently, LA ethics is 
expected to operate as a filtering device in the feedback loop provided by data management 
and analysis to the instructional designer. All relevant interventions to improve or adjust 
the design are compliant with the restrictions imposed by LA ethics. Overall, this article 
relates an instructional design for LA.

Figure  1 is a hierarchical diagram that summarises the constructs in describing the 
proposed instructional theory. It is similar to Fig. 1(1.2) on p. 24 of Reigeluth and Carr-
Chellman (2009), except that it is aligned to the data management layer and selecting data 
methods.

Research questions

This work exhaustively studies, filters, compares the selected articles, and then extracts 
research questions and results. The following meaningful research questions (RQs) guide 
this review:

First main RQ: What is essential in learning analytics ethics for key educational 
stakeholders?

Second main RQ: What should a proposed checklist for learning analytics ethics include 
for specific educational stakeholders?

Method

Research design

For the systematic literature review undertaken in this study, extensive research of LA’s 
literature was conducted from May 2017 to December 2018 to understand and document 
the current trends in the LA ethics subfield. Table 1 lists the literature that we searched and 
presents the journal titles and publications’ distribution. We applied the following selection 
criteria: the search term “Learning Analytics” was used, and we performed the search in 
the abstracts, author keywords, and titles of the candidate articles. Searches were limited to 
articles published in English from 2011 (when LA was in the early stages of its implemen-
tation) to 2018 in journals and conference proceedings.
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With regard to the paper selection process, after systematically searching the above 
sources, 562 articles initially met the selection criteria. After studying their abstracts and 
conclusions, we finally selected a corpus of 53 papers that covered exclusively ethical 
principles for LA. The study of LA ethical issues was used as the criterion for selecting 
the final 53 papers. Only 9% of the articles considered ethics in relation to the conducted 
research. The articles that were studied comprised conceptual articles based on critical 
analysis, qualitative content analysis, and significant reviews of literature or empirical stud-
ies. The remaining articles related to LA in general but not to ethics were excluded from 
this work because they could not be used to answer this study’s research questions. This 
research included only articles directly related to the research and presented factual infor-
mation about LA ethics (Table 2). Afterwards, this study used spreadsheets without statis-
tical methods to organise and analyse the data and findings, profiling the papers to create 
clusters with the LA ethics subfield’s significant dimensions. In order to extract results, the 
articles were studied by considering the following four steps: analysis, selection, classifica-
tion, and interpretation.

Our review’s reliability and validity depend on conducting a consistent research design. 
Then, we used investigator triangulation to involve two authors’ interpretation of the 
results.

Results

The ethical concerns with learning analytics (RQ1)

To answer the first research question (what is essential in LA ethics for key educational 
stakeholders?), we report the outcomes in the form of an unbiased list of instructional val-
ues about data management goals, including the significant LA ethical issues discussed 
in 53 reviewed articles. The analysis includes the following pattern strategy according to 

Table 1   Sources of the bibliographical research

Databases IEEE Xplore Digital Library, Elsevier Digital Library 
through Scopus search engine, ScienceDirect, 
Wiley InterScience, Oxford University Press Digital 
Library, ACM digital library, and Springer

Journals and the number of studies (in descending 
order)

Educational Technology Research & Development 
(9), Educational Technology & Society (3), Journal 
of Learning Analytics (2), Computers in Human 
Behavior (1), Online Learning, IEEE Transac-
tions on Learning Technologies, British Journal of 
Educational Technology, Journal of e-Learning and 
Knowledge Society, British Educational Research 
Journal, Higher Education Policy, The Informa-
tion Society, International Journal of Technology 
Enhanced Learning, American Behavioral Scientist, 
Computers & Education, Technology, Knowledge 
and Learning. Theory and Research in Education, 
WIREs Data Mining and Knowledge Discovery, 
Research and Practice in Technology Enhanced 
Learning, International Review of Research in 
Open and Distributed Learning



Ethical issues in learning analytics: a review of the field﻿	

1 3

Ta
bl

e 
2  

T
he

 a
rti

cl
es

 th
at

 c
on

tri
bu

te
d 

to
 e

ac
h 

is
su

e 
an

d 
se

t o
f g

ui
de

lin
es

Et
hi

ca
l i

ss
ue

 (v
al

ue
 a

bo
ut

 g
oa

ls
)

A
rti

cl
es

G
ui

de
lin

es
 e

m
er

gi
ng

 fr
om

 th
e 

lit
er

at
ur

e
Re

fe
re

nc
es

 fo
r g

ui
de

lin
es

Pr
iv

ac
y

A
ng

el
i e

t a
l. 

(2
01

7)
; A

ve
lla

 e
t a

l. 
(2

01
6)

; 
B

ea
tti

e 
et

 a
l. 

(2
00

8)
; C

ru
z 

et
 a

l. 
(2

01
5)

; 
D

ra
ch

sl
er

 a
nd

 G
re

lle
r (

20
16

); 
D

yc
kh

off
 

et
 a

l. 
(2

01
2)

; G
ra

y 
an

d 
B

ol
in

g 
(2

01
6)

; 
G

re
lle

r a
nd

 D
ra

ch
sl

er
 (2

01
2)

; H
er

de
r 

an
d 

K
aw

as
e 

(2
01

2)
; H

oe
l e

t a
l. 

(2
01

7)
; 

Ife
nt

ha
le

r a
nd

 S
ch

um
ac

he
r (

20
16

); 
Ife

nt
ha

le
r a

nd
 T

ra
ce

y 
(2

01
6)

; L
aw

so
n 

et
 a

l. 
(2

01
6)

; M
an

ca
 e

t a
l. 

(2
01

6)
; S

ch
ol

es
 

(2
01

6)
; S

ie
m

en
s a

nd
 L

on
g 

(2
01

1)
; W

es
t 

et
 a

l. 
(2

01
6)

; W
ill

is
 e

t a
l. 

(2
01

6)
; W

in
tru

p 
(2

01
7)

, R
ei

de
nb

er
g 

an
d 

Sc
ha

ub
 (2

01
8)

; 
H

oe
l a

nd
 C

he
n 

(2
01

8)

C
o-

op
er

at
io

n 
be

tw
ee

n 
al

l s
ta

ke
ho

ld
er

s a
bo

ut
 

pr
iv

ac
y 

is
su

es
 in

 d
at

a 
co

lle
ct

io
n 

an
d 

an
al

y-
si

s s
ta

ge
s

A
ve

lla
 e

t a
l. 

(2
01

6)
; T

sa
i a

nd
 G

as
ev

ic
 (2

01
7)

; 
G

ur
so

y 
et

 a
l. 

(2
01

7)

O
pe

nn
es

s a
nd

 tr
an

sp
ar

en
cy

W
ill

is
 e

t a
l. 

(2
01

6)
; W

es
t e

t a
l. 

(2
01

6)
; T

im
-

m
is

 e
t a

l. 
(2

01
6)

; S
ch

ol
es

 (2
01

6)
; L

aw
so

n 
et

 a
l. 

(2
01

6)
; I

fe
nt

ha
le

r a
nd

 T
ra

ce
y 

(2
01

6)
; 

Ife
nt

ha
le

r a
nd

 S
ch

um
ac

he
r (

20
16

); 
H

oe
l 

et
 a

l. 
(2

01
7)

; H
er

de
r a

nd
 K

aw
as

e 
(2

01
2)

; 
G

re
lle

r a
nd

 D
ra

ch
sl

er
 (2

01
2)

; G
ra

y 
an

d 
B

ol
in

g 
(2

01
6)

; D
yc

kh
off

 e
t a

l. 
(2

01
2)

; 
C

ru
z 

et
 a

l. 
(2

01
5)

; A
ve

lla
 e

t a
l. 

(2
01

6)
; 

A
rn

ol
d 

an
d 

Sc
la

te
r (

20
17

); 
Ta

yl
or

 e
t a

l. 
(2

01
8)

C
la

rit
y,

 d
at

a 
co

nt
ro

l, 
an

d 
ac

co
un

ta
bi

lit
y

Sc
la

te
r (

20
16

), 
C

ar
di

na
li 

et
 a

l. 
(2

01
5)

La
be

lli
ng

 (a
ut

on
om

y)
W

in
tru

p 
(2

01
7)

; S
ie

m
en

s a
nd

 L
on

g 
(2

01
1)

; 
La

w
so

n 
et

 a
l. 

(2
01

6)
; G

ra
y 

an
d 

B
ol

in
g 

(2
01

6)
; B

ea
tti

e 
et

 a
l. 

(2
00

8)
; W

ac
ht

er
 

(2
01

8)

D
at

a 
w

ill
 n

ot
 b

e 
us

ed
 to

 st
er

eo
ty

pe
 le

ar
ne

rs
 

ne
ga

tiv
el

y
B

ea
tti

e 
et

 a
l. 

(2
00

8)
; A

ri 
an

d 
B

ra
nd

on
 (2

01
4)

; 
Sl

ad
e 

(2
01

6)
; L

aw
so

n 
et

 a
l. 

(2
01

6)

Re
so

lv
e 

da
ta

 o
w

ne
rs

hi
p

W
es

t e
t a

l. 
(2

01
6)

; T
im

m
is

 e
t a

l. 
(2

01
6)

; 
La

w
so

n 
et

 a
l. 

(2
01

6)
; I

fe
nt

ha
le

r a
nd

 S
ch

u-
m

ac
he

r (
20

16
); 

H
oe

l e
t a

l. 
(2

01
7)

; A
ve

lla
 

et
 a

l. 
(2

01
6)

Th
e 

sc
ho

ol
s’

 d
at

a 
m

us
t n

ot
 b

e 
so

ld
B

ea
tti

e 
et

 a
l. 

(2
00

8)
; C

ar
di

na
li 

et
 a

l. 
(2

01
5)

; 
La

w
so

n 
et

 a
l. 

(2
01

6)



	 D. Tzimas, S. Demetriadis 

1 3

Ta
bl

e 
2  

(c
on

tin
ue

d)

Et
hi

ca
l i

ss
ue

 (v
al

ue
 a

bo
ut

 g
oa

ls
)

A
rti

cl
es

G
ui

de
lin

es
 e

m
er

gi
ng

 fr
om

 th
e 

lit
er

at
ur

e
Re

fe
re

nc
es

 fo
r g

ui
de

lin
es

A
lg

or
ith

m
ic

 fa
irn

es
s

A
rn

ol
d 

an
d 

Sc
la

te
r (

20
17

); 
B

ea
tti

e 
et

 a
l. 

(2
00

8)
; S

ie
m

en
s (

20
13

); 
Ti

m
m

is
 e

t a
l. 

(2
01

6)
; F

yn
n 

(2
01

6)

A
vo

id
 b

ia
se

s t
o 

da
ta

 in
te

rp
re

ta
tio

ns
H

oe
l e

t a
l. 

(2
01

7)
; S

la
de

 a
nd

 P
rin

sl
oo

 (2
01

3)
; 

Sl
ad

e 
(2

01
6)

; W
ill

is
 e

t a
l. 

(2
01

6)

D
ut

y 
to

 a
ct

Pr
in

sl
oo

 a
nd

 S
la

de
 (2

01
7)

; A
rn

ol
d 

an
d 

Sc
la

te
r (

20
17

)
Le

ar
ne

rs
 h

av
e 

th
e 

rig
ht

 to
 k

no
w

Sl
ad

e 
(2

01
6)

; W
ill

is
 e

t a
l. 

(2
01

3)



Ethical issues in learning analytics: a review of the field﻿	

1 3

instructional design theory, as design involves the decomposition of a complete problem 
into subproblems of solvable size (Gibbons, 2014):

•	 Define/describe the instructional situation and values about goals to collect data ethi-
cally

•	 Determine the number of articles in which each value is discussed
•	 Identify major views/opinions

More specifically, our comparative analysis in a bottom-up approach to the selected lit-
erature resulted in findings illustrated in Fig. 2 for the situation that focuses on ethical data. 
This classification extracts a list of six key ethical dimensions representing values about 
goals associated with the data management layer. More specific, the suggested values are 
statements about which ethical data practices are valued philosophically. Thus, these cod-
ing categories (values about goals) describe the domain of ethics in LA to gain insights 
into the taxonomy of data management methods that enable LA to be ethical: Privacy; 
Transparency; Labelling; Data ownership; Algorithmic fairness; The obligation to act.

Privacy

Drachsler and Greller (2016) defined ethics as a moral code of external conventions in 
society, while privacy is an intrinsic aspect of a human’s identity. Privacy and data protec-
tion issues for LA include how personal data is collected and processed by different stake-
holders (Ifenthaler & Schumacher, 2016). A broad legal definition of privacy is a human’s 
right to define access to their data and, in the context of learning, to protect a learner’s 
identity to prevent abuse (Dyckhoff et  al., 2012). Thus, privacy should be studied as a 
three-part relationship between a person, some records of information, and other people 
(Angeli et al., 2017; Manca et al., 2016). More than half of the studied articles mentioned 
privacy (Fig. 3), which emphasises the importance of the issue/value to develop trust in LA 
environments (i.e., in the data management layer).

Views on privacy

Privacy is a basic human need; however, a problem with big data is that it is global and 
permanent. In the past, stakeholders addressed privacy through trust, but some stake-
holders do not trust one another in LA. In addition, many institutions do not control the 

Fig. 2   Concept and relationship mapping of key ethical issues
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storage of learners’ data because data is handled outside of these institutions or, even 
worse, outside of the country where these institutions are based, where different privacy 
laws may apply (Willis et al., 2016). Furthermore, the boundaries and meanings of pri-
vacy differ among cultures, and different countries have different ideas about what is 
ethical.

In the United States (US), no single national law regulates the use of personal data. 
The US has a system of federal and state regulations that can overlap and contradict one 
another. Such regulations are US government policies relating to information. They include 
the Digital Millennium Copyright Act (DMCA), the Family Educational Rights and Pro-
tection Act (FERPA), the American Psychology Association (APA), the Health Insurance 
Portability and Accountability Act (HIPPA), and the Freedom of Information Act (FOIA; 
Haythornthwaite, 2017). In the US, the collected data belongs to the data collectors, while 
in the European Union (EU), personal data belongs to the individual who extracts the data.

In the EU, the General Data Protection Regulation (GDPR) (The European Union, 
2016) was activated in 2018 to introduce stricter rules on how data collectors may use 
citizens’ information. The GDPR standards relate to informed consent, privacy-by-design, 
algorithmic transparency, and automated decision-making (Wachter, 2018), so the GDPR 
provides privacy and control protection for LA users. For example, the consent to use data 
applies to higher education institutions (HEIs) that offer EU learners courses even if they 
are outside the EU (Zijlstra-Shaw & Stokes, 2018). Thus, educational institutions must fol-
low these rules in different international settings.

According to Hoel and Chen (2018), the GDPR will influence legislation in countries 
outside of Europe. Data protection laws (which focus on the individual) have been estab-
lished in Japan, the Philippines, South Korea, and Taiwan, while in China, Indonesia, 
and Thailand, all learning activity data is available for analysis (i.e., the focus is on the 
organisation). In Japan, the Act on the Protection of Personal Information has introduced 
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the concept of anonymously processed data, which makes identifying a specific individual 
challenging.

Finally, according to the IEEE Global Initiative on Ethics of Autonomous and Intel-
ligent Systems, personal information is a personal asset in Australia. The ethics concern-
ing this issue consequently differ around the world and between institutions (Willis et al., 
2016), and in this sense, establishing policies, practices, and standards between entities is 
essential as data management methods that align the privacy value. For instance, in the 
practice of privacy-by-design, privacy is embedded, both in technological and legal terms, 
at all stages of data collection, storing, and feedback (Gursoy et al., 2017).

With LA that works with sensitive datasets containing personal information, security 
is a primary concern for ensuring data protection (Pardos et al., 2016). If one of the prob-
lems with data protection is to eliminate identifiers, then the information that might lead to 
cross-checks connected to learners’ identification should be hidden. A method is the per-
sonal data to be anonymised before the student model can analyse it before presenting the 
output as recommendations (Cruz et al., 2015; van der Schaaf et al., 2017). Ensuring data 
anonymity (e.g., noise addition, aggregation, and differential privacy) is critical to data 
handling, technical tools, organisational frameworks, and the law must develop safeguards 
(Reidenberg, & Schaub, 2018).

Wintrup (2017) stated that consent and anonymity are necessary when data analytics is 
combined with characteristics (e.g., age or prior educational achievements). In this regard, 
Herder and Kawase (2012) stated that anonymisation is often insufficient for securing pri-
vacy issues: “how little data it takes to reidentify individuals” (Haythornthwaite, 2017, p. 
2). For this reason, there is interest for data analysts in obscuring log data as a method to 
protect the privacy of individual users while that data remains useful for providing per-
sonalised services. An extreme method would be to encrypt the data logs. In this case, any 
qualitative analysis or interpretation of the data would be impossible. Another privacy-pre-
serving technique is the aggregation of data from many learners; however, analysing indi-
vidual user behaviour would be challenging; anonymisation implies a compromise between 
privacy and fidelity (Herder & Kawase, 2012).

In a study by Cruz et al. (2015), the concept of access management describes the pro-
cedure of allowing access to protected data. It includes authentication, authorisation, and 
trust because students share a large amount of personal information, and access to that 
information should be protected. In contrast, others have suggested that privacy may be 
voluntarily sacrificed in exchange for learning benefits: “The sharing of personal data with 
an institution in exchange for better support and personalised learning will be seen as a fair 
value exchange” (Siemens, 2013, p. 1394).

Transparency

From a data management layer perspective (Gibbons & Rogers, 2009), transparency 
involves a well-informed choice to opt-in or opt-out. From a pedagogical perspective, 
this means providing students with self-control and self-observation. It includes informa-
tion about the following: the parties that have access to data; the data that is collected and 
visualised; the processing principles (e.g., predictive models and ML algorithms) that are 
used; and the length of time for which data and outcomes will be stored (Pardo & Siemens, 
2014). 18 articles have reported transparency; therefore, it is the second most prevalent 
issue.
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Views on transparency

Consent is ongoing and refers to an individual permitting data gathering and allow-
ing action to be taken based on data processing results. For example, a K-12 school must 
inform the parents about collecting and analysing their children’s data to consent. In the 
2014–2015 school year, the National Center for Fair and Open Testing in the US had led 
one case of opt-out that encouraged approximately 600,000 students to refuse to take gov-
ernment-mandated standardised tests and finally to opt-out. Furthermore, they noted that 
respecting learners involves allowing them to make their own decisions. In the LA context, 
this requires learners’ participation to result from an informed, voluntary choice. Institu-
tional review boards (IRBs) must approve informed consent forms that learners must sign 
before they can participate in LA designs, and learners who decline to participate will not 
be disadvantaged because of their decision (Herder & Kawase, 2012).

Arnold and Sclater (2017) and Hoel et al. (2017) agreed that educational institutions’ 
ethical duty is to obtain the best quality educational data to ensure that they provide the 
best support. The implication is that if learners have the right to opt-out or game the sys-
tem, this could be unethical because opting out may leave significant gaps in the data set 
and reduce the efficiency of LA systems for other learners.

In their study, Herder and Kawase (2012) observed that knowledge and confidentiality 
are the fundamental prerequisites for learners to consent to collect their data. To motivate 
learners to relinquish their data to be controlled and invest their time and energy into LA 
projects, an institution must convince them that the project in question is innovative and 
fair. According to Ifenthaler and Schumacher (2016), the learners’ probability of unveiling 
required information is higher if they expect the advantages to overcome the risk. More 
specifically, students agree to share their course enrolment data, learning strategy-related 
test results, and motivation test results for LA purposes. In contrast, students are not will-
ing to share their medical data and data from social media.

Greller and Drachsler (2012) claimed that with the continuous increase in sensors, the 
Internet of Things (IoT), and other innovative technologies, many aspects of individual 
behaviour are being recorded without the data subject’s awareness. Moreover, to handle 
negative behaviour and complaints about LA research, institutions should identify a person 
who will receive and handle these complaints (Hoel et al., 2017).

In an evidence-based study, West et  al. (2016) presented the findings of an Austral-
ian study that comprised two surveys: one regarding institutional leaders (n = 22) and one 
regarding academic staff (n = 353). The findings demonstrated a lack of understanding and 
awareness of ethical LA issues among the key players. In another work (Ifenthaler & Schu-
macher, 2016), 330 university students participated in an exploratory study. The study’s 
findings indicated that students were conservative in sharing personal data and that learn-
ers would share more data if the LA task transparently presented meaningful information.

Labelling

From a pedagogical perspective, it is crucial to allow students to make mistakes and learn 
from past experiences without their student profile being “etched like a tattoo into their dig-
ital skins” (Mayer-Schonberger, 2011, p. 14). Academics sometimes interpret a student’s 
individualised historical data to categorise them based on their estimated degree of success 
(Lawson et  al., 2016). However, analysis based on individual students’ characteristics at 
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the start of their study must not guide stakeholders to limit the learning expectations of the 
university or students (Gray & Boling, 2016; Scholes, 2016). Ten articles reported label-
ling as the third most frequent issue/value. The selected articles extracted matters of opin-
ion that the following section discusses.

Views on labelling

Student success is a multidimensional phenomenon, and statistics-based decision-making 
does not assess learners as individuals (Scholes, 2016). Although data-driven education 
has the advantage of improving learning and increasing educational retention, it could 
lead to students’ labelling—the concern that students may be stereotyped and mistreated 
(Scholes, 2016). Therefore, the instructors must guarantee that their feedback does not dis-
courage or manipulate students, considering that analytics is not always the outcome of a 
set of independent variables. Every LA intervention should be applied by following a spe-
cific instructional design theory, such as self-regulated learning (SRL) (Pardo et al., 2017; 
Zimmerman, 1990), in the strategy layer (Gibbons & Rogers, 2009), defining the focus 
of feedback to have positive influences and providing motivation to students (Wong et al., 
2019). For instance, a return to behaviourism as a learning theory would not be the most 
pedagogically appropriate because a misdirected intervention could result in student effects 
on behaviour (Siemens & Long, 2011).

Beattie, Woodley, and Souter (2008) argued that learning behaviour predictions are 
probabilistic and not deterministic. Furthermore, Wintrup (2017) stated that knowledge 
of student profiles hides the risks that students might be categorised collectively or indi-
vidually in negative ways. In a scenario of discrimination, an institution’s success strategy 
involves improving admissions and excluding poor quality students. Thus, analytics pro-
vides a black box that determines who will fail before students have even begun (Beattie 
et al., 2008), ignoring characteristics that influence learning, such as special needs or mul-
tiple intelligences (Reigeluth, 2015).

Jones (2017) presented cases of paternalism as a moral concept in LA activities. With 
regard to the socio-critical perspective of LA, the author concluded that paternalism is a 
contentious issue for HEI under certain circumstances, such as in cases of negative free-
dom. This is because data analytics, as a surveillance technology embedded in LA tools, 
creates truth-by-data automated decision-making that reduces personal subjectivity. 
Although an institution may have positive intentions, surveillance results reduce students’ 
autonomy and risk their academic freedom.

Data ownership

Data ownership is a complicated legal and moral issue in the data management layer. 
Raw data traces belong to the data subject; however, in practice, processed data no longer 
belongs to the learner. Ownership refers to the data collected, the analytics used, and the 
analytics’ output, and ten articles reported it.

Views on data ownership

Pardo and Siemens (2014) asked the following questions: (1) Can students control how 
their data is used and shared? (2) Who owns the data—the institutions as the provid-
ers of the technical infrastructure, the students, or the companies that use the data to 
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create educational products? (3) Even if one accepts that the raw data collected from users 
belongs to them, what happens with the analysed data derived from that raw data? For 
example, a core part of LA techniques relies on combining students’ data to produce a 
prognosis model. The question that then arises is, who is the owner of such a model? Users 
have provided the raw material, but a third party implemented the process of creating such 
a model (Ari & Brandon, 2014; Pardo & Siemens, 2014).

Hoel et al. (2017) referred to learners’ “right to be forgotten,” which relates to the mini-
misation of data and the limitation of its use. This right consequently focuses on purpose-
ful data collection and enhances information overload control, as more learning data does 
not ever make better educational data (Ifenthaler & Tracey, 2016). Students can force insti-
tutions to erase data that serve no current purpose through the right to be forgotten. In sum-
mary, data ownership usually overlaps with other values about data management goals (see 
Table 5).

Algorithmic fairness

There are many reasons for the existence of errors in data analysis, including the misinter-
pretation of data (human error) and the adherence to misleading patterns (machine-based 
error) (Fynn, 2016). Systems are only as sound as the data; this means that incomplete, 
noisy, and unrepresentative data or incorrect models lead to misinformed decisions. Stand-
ard statistical techniques are inaccurate when they are applied to unstructured textual data. 
As a consequence, from a pedagogical perspective, the results can be harmful to learners. 
Seven articles have reported this issue.

Views on algorithmic fairness

Six decades ago, W. Cameron (1958, p. 173) stated that “not everything that can be counted 
counts; and not everything that counts can be counted.” Training data is an important issue 
when one needs to make predictions that will work with future learners. If the future pop-
ulation’s characteristics and behaviour differ significantly from those of the present one, 
such training will have been conducted on past datasets to produce doubtful results (Beat-
tie et al., 2008). ML algorithms estimate parameters to fit a predetermined model, but that 
model may not be appropriate. Interestingly, if we have huge sparse vectors for training 
data, we may end up getting poor models or even overfitting the data due to the curse of 
dimensionality. Sometimes, instructors use a simplistic and highly domain-specific model 
with errors or unreliable statistical methods because to do so is convenient, and even if 
they have aggregated data, they analyse the results for a group. Based on this analysis, they 
present results for the individual (Arnold & Sclater, 2017). However, computers cannot 
have bias or stereotypes, so they are expected to perform an objective data-driven analysis. 
Nevertheless, the models, the training data, and the results of these computers are set by 
humans, whose biases may influence analysis results (Sarkar, 2019). For instance, wealthy 
schools typically have computerised education, so the data and insights extracted from 
LA may not accurately reflect the general population. In an evidence-based study, Gursoy 
et al. (2017) presented the trade-off between students’ privacy and LA interventions’ util-
ity, which is affected by the LA tasks’ accuracy and performance. Based on the results, the 
authors stated a matter of opinion that increasing the level of privacy reduces the accuracy 
of the LA outcomes.
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Arnold and Sclater (2017) argued that another fear among instructors is losing students’ 
autonomy and violating learning-focused principles. In a relevant study, Beattie et al. (2008) 
concluded that with predictive analytics, instructors could irresponsibly profile students on 
their future performance, announcing who is going to fail a priori. Furthermore, Timmis et al. 
(2016) stated that technological determinism views technology as the only factor in predeter-
mined changes. This matter of opinion hides the real risk of data-driven institutes developing 
based on standardised instruction and the student’s mitigation to a simple metric (Arnold & 
Sclater, 2017).

Siemens (2013) and Fynn (2016) stated that the learning process is social and cannot be 
reduced entirely to algorithms. After all, social constructivism and SRL strategies propose that 
LA should focus on learners’ interactions with their instructors, the learning content, and other 
learners. The learning process is creative and requires the generation of new ideas. In contrast, 
analytics involves identifying and presenting that which already exists, leading to competi-
tion between innovation (generating new ideas) and analytics (evaluating what exists in data). 
In this sense, analytics is perceived as a mechanism for regulating and correcting behaviours 
(Drachsler & Greller, 2016).

The obligation to act

Students’ costs are high in terms of the fees, time, and energy they spend on their studies. 
Therefore, from a management and pedagogical perspective, institutions should strive to sup-
port and encourage students (Scholes, 2016). Only three articles have reported this matter of 
opinion, creating a research gap in the literature.

Views

It is unethical to ignore the predictive value of performance management (West et al., 2016). 
Prinsloo and Slade (2017) argued that educational stakeholders are ethically responsible 
for acting when instructional data obligates action. Knowing more about students, monitor-
ing them, and making this knowledge available to stakeholders does not necessarily result 
in action. This subsection discusses the opinion that HEIs cannot afford not to use data 
purposefully.

It is unethical not to inform students about their progress and let them continue on a path of 
academic failure. This matter of opinion is the obligation of knowing, and institutions have the 
responsibility to implement it through LA, providing timely support after diagnosing outliers 
(Prinsloo & Slade, 2017).

In addition, students have a co-responsibility to do their best to succeed. According to SRL, 
students are active users who follow strategies (e.g., time management, goal planning, and 
self-intervention) (Wong et al., 2019). However, in some cases, students do not share the data 
they create on an LA system. This paradox may limit the capabilities of LA systems (Ifenthaler 
& Schumacher, 2016). Applying a similar philosophy, Arnold and Sclater (2017) suggested 
that students share learning data if the LA system provided meaningful intervention.
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Guidelines and summary of findings (RQ1)

Guidelines

Following the previously mentioned organisational scheme, Table 2 summarises the guide-
lines that correspond to the values about data management goals of privacy, transparency, 
labelling, ownership, algorithmic fairness, and duty to act.

Transparency and labelling (autonomy)

Beattie et  al. (2008) supported the view that learner-oriented LA provides a handy tool 
that learners own and self-regulate transparently. Furthermore, HEIs should not use data 
to stereotype learners or other stakeholders negatively. Fundamental principles that deter-
mine data management are as follows: student data belongs to the student, should never 
be shared without informed consent, and improve learning outcomes. In addition, Ari and 
Brandon (2014) proposed the following principles: (a) LA is a moral practice and should 
focus on understanding rather than measuring; (b) student profiles and performance are 
dynamic issues.

Transparency and obligation (duty) to act

First, according to Hoel et  al. (2017), the Norwegian Centre for ICT in Education pub-
lished a guide on LA stipulating that the implementation of LA should follow several prin-
ciples of data protection: lawfulness, purpose limitation, data minimisation, and the right 
to know. Second, Slade and Prinsloo (2013) proposed using an ethical framework in which 
LA should focus on the moral necessity to use information, and students must collabo-
rate with the institution with transparency. Third, Willis et al. (2013) discussed the follow-
ing ethical principles: HEI can use analytics to identify extreme student behaviours (e.g., 
under-confidence), institutions must act, and they should use analytics to ensure the suc-
cess of large numbers of learners.

Algorithmic fairness and labelling

According to Slade (2016), the fundamental principles of LA ethics are as follows: LA is 
an ethical practice, and the institution has a responsibility to all of its stakeholders. Fur-
thermore, data interpretation should not define students, who should be engaged as active 
agents, and interventions should be free of bias.

Data ownership and privacy

In a review study, Avella et  al. (2016) first addresses issues related to data collection, 
analysis, and ethics. Informed consent, purposeful data usage, and accountability were the 
proposed guiding principles. They then discussed mechanisms for transparency and data 
security.

In another review by Tsai and Gasevic (2017), the authors assessed 25 empirical stud-
ies, 38 desk studies, and eight LA policies. The results revealed that stakeholders need 
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more dynamic communication channels in parallel with new pedagogy-based approaches 
to LA. With regard to challenges, the authors observed a shortage of leadership, pedagogy-
based strategies, sufficient training, and LA-specific policies.

In addition, the Learning Analytics Community Exchange (LACE) review (Cardinali 
et  al., 2015) presented policies for educational data mining (using data to make predic-
tions) and LA (using data to make changes that improve learning). The authors focused on 
the importance of democratic control (i.e., informed consent and ownership); a school’s 
data must not be sold, and analytics should not be the only source of decision-makers’ 
prediction.

A second LACE review (Griffiths et  al., 2016) presented cases from different educa-
tional sectors in a complex cloud-based environment. The reviewers selected the InBloom 
case about schools (Arnold & Sclater, 2017), in which foundations, the government, and 
school managers did not co-operate with other stakeholders, such as parents, who were 
concerned about privacy issues and data misuse. The weakness in demonstrating its ben-
efits and stakeholders’ lack of trust resulted in the termination of this costly LA project 
after 3 years.

Summary of findings

Our research’s final step extracted tables and figures to demonstrate the included studies 
and their findings in a systematic and definite format. The following quantitative outcomes 
(Fig. 3) determine the number and focus of articles per year and the number of articles that 
analysed each issue/value about data management goals.

After studying the literature, the authors chose a summary of findings table το provide 
evidence about the types of harm that can accumulate (Table 3). It presents implications 
and values for various stakeholders, following the opinion that “views on the benefits, 
risks, and potential for harm resulting from the collection, analysis, and use of student data 
will depend on the interests and perceptions of the particular stakeholder” (Lang et  al., 
2018, p. 50). In summary, stress, discrimination, a spoon-feeding learning approach, and 
effects on behaviour could harm learners, while teachers could make predictions without 
understanding the model. After all, possible harm articulates the conditions and values 
behind studying ethics in LA.

After scanning the titles, abstracts, and keywords of the selected 53 papers, a word list, 
sorted by frequency (Table 4), was extracted to identify the main themes in LA’s literature. 
In summary, learners are the most common target group, and privacy is the most prevalent 
issue.

In general, this work investigates the overlapping ethical issues (Table  5) that our 
research identified. It provides insights into the relationships between the values that sig-
nificantly influence selecting data management methods.

The literature has also addressed many open-ended questions and characteristics of the 
included studies (Table 6) as useful tools for making complicated issues more manageable.

Finally, Wilson et al. (2017) directed criticism at a lack of pedagogy around big data. 
Learning analytics as an abstract concept and designed artefact is pedagogically neutral 
(Greller & Drachsler, 2012). Therefore, a final precondition to addressing LA ethical issues 
is to define the instruction concepts that HEI must take into account (Ifenthaler, 2017). To 
do so, we systematically searched the primary sources (562 papers) of our research, study-
ing their abstracts and conclusions. We finally categorised 140 papers, which are empiri-
cal articles that contain data-based real case studies that investigate the LA domain in its 
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natural context. We extracted forty-eight studies that mention theories and concepts related 
to instruction. Table  7 presents the learner-centred instruction paradigms in the strategy 
layer (Gibbons & Rogers, 2009; Reigeluth & Carr-Chellman, 2009). Consistent with Wong 
et al. (2019) view, we conclude that SRL (n = 18) instructional design theory is the basis 

Table 3   Stakeholders’ ethical issues, responsibilities, and possible harm

Stakeholders Issues and harm

Learners Performance-related stress for learners; students’ psychological and 
physical well-being (Reidenberg & Schaub, 2018); profiling based on 
ML (Peña-Ayala, 2018); spoon-feeding learning approach and risks 
of demotivation (Tsai et al., 2018); learners being assessed under a 
microscope; rights of students to remain individuals (Papa & Armfield, 
2018); students request to be in a safe environment where they could 
make mistakes (Drachsler et al., 2015); students to be engaged as col-
laborators and not as recipients of interventions and services (Slade & 
Prinsloo, 2013)

Teaching Staff Teachers accept classification systems as fact despite these processes 
being subject to data entry errors, data cleaning, and normalisation 
(Papa & Armfield, 2018); pedagogical expertise needs to be involved in 
making sense of data and supporting learners to take meaningful action 
based on the data; confidentiality and design of interventions must be 
considered (Tsai et al., 2018). There is a power relationship between 
instructors and students (Lawson et al., 2016)

Institutional actors (instruc-
tional designers, administra-
tors)

There is a shortage of leadership to ensure that the implementation of LA 
is strategically planned (Tsai et al., 2018); the institution does not allow 
the student to correct data used in the predictive model; predictions are 
made without understanding the model (Papa & Armfield, 2018); an 
asymmetrical power relationship exists between institution and student; 
and outcomes cannot be generalised across institutional and geopolitical 
contexts (Slade & Prinsloo, 2013). An instructional designer balances 
the LA community’s technocentric tendencies through critical theory 
and pedagogy (Gray & Boling, 2016)

Vendors (external stakeholders) Third-party learning environments that track student behaviours present 
intellectual freedom issues. Furthermore, digital content vendors collect 
and use data for a variety of reasons, including digital rights manage-
ment and consumer analytics (Jones & Salo, 2018); vendors rely on data 
sharing rather than confidentiality (Reidenberg & Schaub, 2018); and 
there is a lack of adequate technical solutions to ensure opt-out options 
without affecting the quality of data and services provided (Tsai et al., 
2018). Professionals should have an awareness of their ethical role in 
practice. (Gray & Boling, 2016)

Table 4   Wordlist sorted by 
frequency (in parentheses) Stakeholder Issue Other

Learners (127) Privacy (100) Policy (33)
HE Institutions (88) Obligation to act (11) Legal (11)
Teachers (21) Profiling (10) IoT (10)
Instructional designers (14) Transparency (8) Moral (5)
Librarians (2) Data ownership (8) GDPR (5)
Parents (2) Surveillance (7)
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for most studies. Self-regulated learning models learners as active users who follow strat-
egies (e.g., time management, self-observation, and goal planning) for success. Self-reg-
ulated learning involves, encourages, and motivates learners, who can consequently self-
reflect, collaborate, and control their performance. When applied to trace data, this theory 
explains why students’ behaviour varies, and subsequently, personalised feedback, inter-
ventions, and scaffolding can be designed (Zimmerman, 1990). In addition, motivational 
design (ARCS model) (Keller, 2010), engagement, feedback, and active learning are the 
secondary instruction concepts that LA practices must consider.

A proposed checklist (RQ2)

Thus far, we have described the LA ethics situation with values about goals about instruc-
tional data filling out the analysis elements. To address the second research question (what 
should a proposed checklist for LA ethics include for specific educational stakeholders?), 
we synthesise and propose our instructional design theory with the methods filling out 
the solution elements. A checklist with methods is based on the hierarchy of intersecting 
values about goals in Fig. 2: privacy, autonomy, non-probabilistic algorithms, duty to act, 
openness and transparency, resolve the data ownership, and all stakeholders (PANDORA). 
The checklist framework is as follows:

•	 The main priorities of ethical issues (i.e., the instructional values about goals that drive 
the decision to use particular methods) and a description per stakeholder.

•	 The most valued checklist methods can be assessed and marked as present or not, to be 
a real service.

•	 The possible harm if the current issue is not faced articulates the needs behind studying 
LA’s ethics.

Table 5   The overlapping of ethical issues in the literature

Ethical issues (values about goals) Number of 
common 
articles

Articles

Privacy, transparency 8 Pardos et al. (2016); Willis et al. (2016); 
Scholes (2016); Herder and Kawase (2012); 
Greller and Drachsler (2012); Cruz et al. 
(2015); Ifenthaler and Tracey (2016); Dyck-
hoff et al. (2012)

Ownership, privacy, transparency 5 West et al. (2016); Avella et al. (2016); Pardo 
and Siemens (2014); Ifenthaler and Schu-
macher (2016); Hoel et al. (2017)

Labelling, ownership, privacy 2 Slade and Prinsloo (2013); Ari and Brandon 
(2014)

Labelling, privacy 2 Wintrup (2017); Siemens and Long (2011)
Labelling, ownership, privacy, transparency 1 Lawson et al. (2016)
Fairness, labelling, privacy 1 Beattie et al. (2008)
Act, fairness, transparency 1 Arnold and Sclater (2017)
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1.	 Privacy

1.1	 For institutions or instructional designers, the institutions should establish secu-
rity, data management, data minimisation, and control from an administrative per-
spective. The checklist of data management methods for collecting data ethically 
for the privacy values about goals is as follows:

	 1.1.A.	 Be clear about who has specific access to the recorded data.
	 1.1.B	 Develop contracts with externals vendors in ways that respect and manage 

privacy.
	 1.1.C.	 Apply the GDPR.
	 1.1.D	 Apply authentication and authorisation techniques.
	 1.1.E.	 Hire a data protection officer who will be responsible for compliance with 

Table 6   Research and open-ended questions extracted from the literature

Article Questions/key perspectives

Avella et al. (2016) What are the challenges of using LA in education?
Pardos et al. (2016) Transparency: what data is being collected, and how is it being represented?
Greller and Drachsler (2012) Privacy: Is the analysis following privacy arrangements, and are the students 

adequately informed?
Pardo and Siemens (2014) How are privacy and ethics addressed in other contexts? Who owns the data: 

the institutions, the students, or the companies using them?
Scholes (2016) Should a decision-maker sort students from group-risk statistics?
Slade and Prinsloo (2013) Do some labels exist that should be prohibited? Are there circumstances in 

which other principles override the need for informed consent? Is it ethical 
to ignore the predictive value of research evidence?

West et al. (2016) What ethical principles should conduct the use of LA?
Siemens and Long (2011) If we confine analytics to behavioural data, then how can we account for 

more than behavioural data?
Sclater (2016) In which conditions should learners be asked for consent to the collection of 

their data for analytics?
Siemens (2013) Who has access to analytics? Should a learner be able to see what an institu-

tion sees? How long does a university keep this data?
Hoel et al. (2017) How will the school ensure that information is used for learning and not for 

other purposes?
Arnold and Sclater (2017) Would learners be happy for data on their learning activities to be used if it 

kept them from dropping out?
Prinsloo and Slade (2017) How do we respond to the moral and legal necessity to act when responding 

in appropriate and effective ways becomes impossible?
Drachsler and Greller (2016) If a computational model is developed from a collection of data traces in a 

system, can a student still opt-out of such a data model?
Cardinali et al. (2015) Are there legitimate issues about the impact of data analytics on education?
Griffiths et al. (2016) What are the ethical implications of knowing, of not knowing, and of refus-

ing to know?
Peña-Ayala (2018) How is it possible that LA duty co-exists with students without hurting their 

interests and rights? How does one guarantee that LA labour never puts 
students’ natural daily life at risk?
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the rules through learning.
	 1.1.F.	 Ensure the instructional designer’s ethical training and awareness of ethical 

concerns at all LA process stages.

1.2	 For learners, consent should be guaranteed from a research perspective; learners 
should be able to opt-out without adverse consequences, and purposeful LA should 
be ensured for learners from a legal perspective.

	 1.2.A.	 Anonymise students’ personal data.
	 1.2.B.	 Inform students about the analysis of their learning data.

Without solving this issue with the data management layer, the harm is that stakehold-
ers will not trust the LA services and may cancel LA projects.

2.	 Autonomy

Table 7   Instructional theory and methods matched from the selected articles

Instructional theories and methods References

SRL instructional design theory (n = 18) Ott et al. (2015); Lu et al. (2017); Pardo et al. (2017); 
Tabuenca et al. (2015); Park and Jo (2015); Gewerc 
et al. (2016); Papamitsiou and Economides (2015); 
Martin and Whitmer (2016); Petropoulou et al. 
(2014); Stefan et al. (2016); Ruipérez-Valiente 
et al. (2015); Mazarakis (2014); Chou et al. (2017); 
Melero et al. (2015); Softic et al. (2014); Olmos 
and Corrin (2012); Kim et al. (2016); Gasevic et al. 
(2017)

Engagement instructional outcome (n = 16) Kim et al. (2016); Stefan et al. (2016); O’Riordan 
et al. (2016); Olmos and Corrin (2012); Smith 
et al. (2012); Tempelaar et al. (2015); Pursel et al. 
(2016); Davidson and Candy (2016); Lu et al. 
(2017); Pardo et al. (2017); Ott et al. (2015); 
Papamitsiou and Economides (2015); Xie et al. 
(2014); Lan et al. (2014); Sedrakyan et al. (2014); 
Ma et al. (2014)

Feedback instructional method (n = 14) Gibson and de Freitas (2016); Gasevic et al. (2016); 
Tabuenca et al. (2015); Lan et al. (2014); Chou 
et al. (2017); Ott et al. (2015); Liu et al. (2016); 
Kim et al. (2016); Poitras et al. (2016); Firat 
(2017); Tempelaar et al. (2015), Ifenthaler and 
Widanapathirana (2014); Kennedy et al. (2013); Lu 
et al. (2017)

Active learning instructional method (n = 10) Gasevic et al. (2016); Mazarakis (2014); Kotsiantis 
et al. (2014); Petropoulou et al. (2014); Liu et al. 
(2016); Xie et al. (2014); Gewerc et al. (2016); 
Xing et al. (2015); Hernández-García et al. (2016); 
Park and Jo (2015)

Motivational design (ARCS instructional model) 
(n = 6)

Tempelaar et al. (2015); Lan et al. (2014); Sedrakyan 
et al. (2014); Davidson and Candy (2016); Lonn 
et al. (2015); Mazarakis (2014)
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	 2.1.	 For learners and teachers, the stakeholders’ values about goals are to check for 
intellectual freedom, ensure individuality, and avoid labelling and surveillance. 
These matters of opinion drive the selection of useful data methods:

	 2.1.A.	 Guarantee that the feedback from instructors does not discourage students.
	 2.1.B.	 Do not use labels for students that hinder their education and well-being.
	 2.1.C.	 Follow a specific instructional design theory (e.g., SRL) to model students 

as active users.
	 2.1.D.	 Respect diverse characters and different learning paths and needs.
	 2.1.E.	 Design interpretable recommendation models.

With regard to harm, learners fear bias and stigma, and they accept untrusted catego-
rization or unfair decisions; they are consequently passive recipients from a pedagogical 
perspective. Learners also feel discouraged and that their academic freedom is at risk, both 
of which limit their learning expectations.

3.	 Non-probabilistic algorithms

	 3.1.	 For institutions, the following instructional values about goals should be 
ensured: the quality and objectivity of data and models, the absence of interven-
tionism, and the utilisation of learner-oriented approaches. The most prominent 
methods are as follows:

	 3.1.A.	 Take into account that a student’s performance has a temporal and dynamic 
character.

	 3.1.B.	 Inform data administrators about the processing principles employed (e.g., 
predictive models, ML algorithms).

	 3.1.C.	 Make biases explicit in order to overcome them.
	 3.1.D.	 Make use of representative data.
	 3.1.E.	 Manage imbalances and inequalities within data sets.

	 3.2.	 For teachers, the possibility of a human or machine-based error exists, so mis-
directed interventions should be considered.

	 3.2.A.	 Explain to students how the models produce reliable outcomes and why 
they have been selected for intervention.

	 3.2.B.	 Use SRL to trace data and analysis to extract insights into the reasons for 
variation in students’ behaviour.

	 3.2.C.	 Take into account that the features in a predictive model are usually limited 
in accordance with the training vector space.

	 3.2.D.	 Try to understand the reason for misclassifications or wrong predictions 
because no model is 100% accurate.

3.3	 For learners, learning is not a deterministic procedure.

	 3.3.A.	 Inform students that LA should not be the only source of decision-making.
	 3.3.B.	 Train learners to interpret the results and visualisations of LA critically.
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Without addressing this issue, the harm for learners is that they will lose their auton-
omy. Institutions make predictions without understanding the model, thereby reducing the 
LA outcomes’ accuracy and creating biases in data interpretation.

4.	 Duty to act

	 4.1.	 For learners, the right to know should be applied as a moral (matter of opinion) 
and legal (matter of fact) necessity to act.

	 4.1.A.	 Inform students about their progress and provide timely support.
	 4.1.B.	 Encourage self-interventions for learners.

	 4.2.	 For teachers and institutions, accurate and timely interventions should be pro-
vided.

	 4.2.A.	 Take into account the predictive value of LA.
	 4.2.B.	 Connect the specific types of data embedded in LA with specific instruc-

tional design theories (e.g., SRL with time spent using learning manage-
ment systems).

	 4.2.C.	 Use early alert systems to achieve positive student motivation.
	 4.2.D.	 Do not ignore ethics (e.g., follow a guideline).
	 4.2.E.	 Inform instructional designers if the intervention is more harmful than 

beneficial to the welfare of the learner.

When stakeholders violate the above-mentioned methods, first, the harm for learners is 
that timely support is not provided. Second, communication and trust among stakeholders 
decrease. Finally, it is costly for students to study and withdraw from education in fees, 
time, and energy.

5.	 Openness and transparency

	 5.1.	 For learners, the possibility for informed and voluntary consent should be pro-
vided. This value drives the below data management methods:

	 5.1.A.	 A student can see what an institution sees.
	 5.1.B.	 A student can opt-out of (or not opt-in to) a data model.
	 5.1.C.	 Students’ data should never be shared without their informed consent.
	 5.1.D.	 The institution must appoint a person to handle complaints about LA re-

search.

	 5.2.	 For institutions, purpose limitation should be imposed, and their awareness of 
data use and algorithms are matters of opinion that should be ensured.

	 5.2.A.	 Ensure that student data will not be sold.
	 5.2.B.	 Ensure that information is used for learning and not for other purposes.
	 5.2.C.	 Define the data that is being collected, why and how it is being collected 

and visualised.
	 5.2.D.	 Define who has accountability for the overall LA procedure.
	 5.2.E.	 Encourage academics to use the LA system in a manner consistent with the 
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course designers’ intentions.

If we ignore this issue/value, learners will become stressed and demotivated to provide 
their analysis data.

6.	 Resolve the data ownership

	 6.1.	 Learners must have the right to be forgotten. Following a user-centric design 
aims to place students in control of their data.

	 6.1.A.	 Define the duration for which data and outcomes will be stored.
	 6.1.B.	 Students have the right to correct inaccurate information and remove ir-

relevant information.
	 6.1.C.	 Students can control how their data is used and shared.

	 6.2.	 Institutions should take on the responsibility and control of data and data pro-
cessing.

	 6.2.A.	 Issue data access specific permissions to each stakeholder.
	 6.2.B.	 Take into account the different laws between countries and the different 

approaches among institutions.
	 6.2.C.	 Handle information about the learners securely.

If stakeholders do not resolve this issue, the harm is that learners will not trust the 
LA services and will hide their learning data.

7.	 All stakeholders (i.e., students, instructors, institutions, and industrial agents) should 
be involved and communicate with each other (Table 3). The methods for this issue are 
as follows:

	 7.1.A.	 Inform learners about their responsibility for self-intervention.
	 7.1.B.	 Provide teachers and data administrators with sufficient training in LA.
	 7.1.C.	 Establish channels of communication between stakeholders (e.g., IRBs or parents 

as partners in learning).
	 7.1.D.	 Establish data ethics teams within institutions with experts in data ethics and 

representatives of faculties and students.
	 7.1.E.	 Train educational technology staff in analytical skills (e.g., in using algorithms 

and statistics to design and implement LA initiatives).
	 7.1.F.	 Ensure that LA stakeholders and interdisciplinary practitioners (e.g., teachers 

and librarians) have professional codes of ethics (e.g., library ethics).
	 7.1.G.	 Ground the designs of LA models in learning theories.

Instructional designers are responsible for designing and implementing an LA system, 
but they should also ensure that this LA system will be a safe learning experience. The key 
agents should feel that LA ethics offers them more purposeful benefits than harm. With-
out considering this issue, the harm is that the stakeholders will have no responsibility or 
means of communication. Moreover, students will be engaged as recipients of (and not as 
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collaborators in) interventions and LA services. Thus, overall, an asymmetrical power rela-
tionship will exist between data gatherers and the data object.

Discussion

Classification scheme

Instructional design theory and the classification scheme with the values about goals 
(Fig. 2) of LA ethics are used as heuristic tools and an organising framework for the pro-
posed PANDORA checklist. We emphasise that applying these rules/methods should not 
be mechanical but should instead require the key players’ awareness and interaction. This 
LA ethics instructional design encourages stakeholders to be ethically prepared, and it 
offers clarity and acceptability of LA tasks in the data management layer. It covers the 
terms of the trust, access, and accountability from the viewpoints of policy, technology, 
practice, and legislation. The proposed checklist for the LA ethics application can be cred-
ibly implemented if all critical dimensions/values about goals are considered. After all, the 
PANDORA checklist follows Lang et  al. (2018)‘s suggestion that since LA applications 
may be developed outside universities and governments by private companies, establishing 
a code of ethics is essential.

Our opinion is that institutions should strike a balance between, on the one hand, 
protecting learners’ privacy to establish trust and, on the other hand, collecting all nec-
essary data to achieve their purpose to support teaching and learning on a personal-
ised basis. Moreover, the rights to privacy, autonomy, and consent are not independent; 
stakeholders should consider them associated with other rights (e.g., the right to know, 
refuse to know, and do one’s best).

Without transparency in the LA process, learners will face fear and resistance instead 
of the desired trust. Furthermore, learners should be allowed to make mistakes and learn 
from them without the sensation of surveillance and a fear of the consequences. Learn-
ers must be aware of what is taking place; they should have the choice to decide for 
themselves and ask for pedagogical support in an environment that enhances the accept-
ance of divergence.

Key stakeholders should know what is occurring inside the black box of algorithms to 
gain an in-depth understanding of the nature, objectives, and boundaries of data-driven 
decision-making in co-operation with vendors of LA technology. In addition, students 
want to know how the LA models produce reliable outcomes transparently and why they 
have been selected for intervention. Institutions must, therefore, establish cross-stakeholder 
communication strategies to explain how individuals are affected by complicated LA tools, 
engaging stakeholders in peer critique.

Similarly, Drachsler and Greller (2016) proposed a checklist with the acronym DELI-
CATE to establish appropriate LA; LACE has recommended it, and the LA community 
uses it as an applicable state-of-the-art instrument for any educational institution. The 
authors summarise these principles as follows:

•	 Determination: Decide the added value of LA.
•	 Explain: Define the scope of data collection.
•	 Legitimate: Establish how to operate within legal frameworks.
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•	 Involve: Talk to stakeholders.
•	 Consent: Establish informed consent.
•	 Anonymise: De-identify individuals.
•	 Technical aspects: Ensure privacy or security.
•	 External partners: Ensure that external partners abide by the contract.

After comparing the PANDORA and DELICATE checklists, which enable LA to be 
ethical, we have identified the below similarities and differences:

•	 The “privacy” issue from PANDORA shares similarities with the following issues from 
the DELICATE checklist: “anonymise”, “technical aspects”, and “external partners”.

•	 The “openness and transparency” issue shares similarities with “explain” and “con-
sent”.

•	 “Resolve data ownership” is similar to “technical aspects” and “determination”.
•	 “All stakeholders” communication shares similarities with “external partners” and 

“involve”.
•	 The DELICATE checklist does not include the following issues: “autonomy”, “non-

probabilistic algorithms”, and “duty to act”.
•	 The PANDORA checklist does not mention the “legitimate” DELICATE issue.

Furthermore, PANDORA is founded on a rule-based consequentialist ethical position 
to be adaptive and scalable. PANDORA is an instructional design of LA that selects a tax-
onomy of methods and principles that enable LA to be ethically based on specific values 
about goals.

Conclusion and research opportunities

Ethics is a factor that mediates the adoption and impact of LA. This review aimed to 
address the following questions “what is essential in LA ethics for key educational stake-
holders, and what should a proposed checklist for LA ethics include for specific educa-
tional stakeholders?” It documents the ethical concerns related to LA and the management 
of big data associated with education. The inclusion of instructional theory and the Gib-
bons and Rogers (2009) “layering” framework contributed to framing this research under 
a consistent theoretical hierarchy. This hierarchy starts with a situation (LA ethics), then 
extracts conditions (matters of fact), specifically, instruction development constraints and 
values (matters of opinion), specifically, values about goals (Fig.  2). On the third level, 
these conditions and values influence the selection of methods that reflect the data manage-
ment layer across all stakeholders. Finally, the proposed instructional design theory con-
structs a useful framework for (1) reflecting LA ethics to a theoretical foundation to which 
LA researchers could evolve and adapt to a changing field, and it would help LA practition-
ers reclaim, and (2) showing how values about goals lead to the recommendation of impor-
tant data methods.

The conclusion is that PANDORA contributes as a starting point for a dialogue on 
rethinking LA ethics and building an agenda of credible solutions. The results indicate that 
ethical analysis is a pedagogical precondition for successful, robust LA environments. Fur-
thermore, we note that the LA research community is focusing on LA ethics each year (see 
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distribution in Fig.  3) with a significant increase in the number of published articles, in 
accordance with another review (Viberg et al., 2018).

Overall, the reviewed papers extract the following promising research directions and 
opportunities. Concerning privacy, data ownership, and transparency, with the continuous 
increase of innovative technologies (e.g., drones, GPS student tracking systems, sensors, 
IoT, and face recognition systems), many individual behaviour aspects are recorded with-
out the data subject’s awareness and consent. Further research is needed to implement the 
technology to allow learners to monitor and manage an institution’s access to their data.

Concerning stakeholders and governance, an open research question asks how the LA 
ethics policies from different countries will converge for the broader benefit of education, 
while the educational systems in different countries have fundamental differences in their 
philosophies and infrastructures.

Concerning the duty to act (the right to know), only three articles have reported this 
issue; therefore, a research gap exists in the literature. More empirical research is required 
to specify the conditions (e.g., the ethical framework) under which learners would be moti-
vated to share their data lifecycles.

The findings demonstrate the shortage of empirically evident guidelines on LA ethics. 
To generalise the design, more case studies are required that describe current practices and 
experiences in the use of data analytics ethics in higher education. In addition, to obtain 
sound evidence, further research is needed from academia, practitioners, and industry to 
determine the intersection of theory, data, and practice. Future work should apply the pro-
posed ethics-by-design PANDORA checklist as a real service in real educational condi-
tions to improve the methods’ ability to achieve the ethical goals under given conditions 
and values. We acknowledge that future research must be conducted to verify these data 
management methods in different educational learner-centred settings for various stake-
holders and cultures. Finally, we intend to validate our proposed checklist with expert feed-
back and field testing.
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